
The local Tomonaga - Luttinger liquid in the one-dimensional Hubbard model with a boundary

field

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

1997 J. Phys.: Condens. Matter 9 8973

(http://iopscience.iop.org/0953-8984/9/42/012)

Download details:

IP Address: 171.66.16.209

The article was downloaded on 14/05/2010 at 10:49

Please note that terms and conditions apply.

View the table of contents for this issue, or go to the journal homepage for more

Home Search Collections Journals About Contact us My IOPscience

http://iopscience.iop.org/page/terms
http://iopscience.iop.org/0953-8984/9/42
http://iopscience.iop.org/0953-8984
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience


J. Phys.: Condens. Matter9 (1997) 8973–8984. Printed in the UK PII: S0953-8984(97)84110-0

The local Tomonaga–Luttinger liquid in the
one-dimensional Hubbard model with a boundary field

Hitoshi Asakawa
The Institute of Physical and Chemical Research (RIKEN), Hirosawa 2-1, Wako-shi, Saitama
351-01, Japan
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Abstract. The properties of the one-dimensional Hubbard model with a boundary field are
studied. In the strong-coupling limit, the compressibility and the susceptibility induced by the
boundary field are evaluated using the Betheansatzequation. These quantities are governed
by the density of states at the Fermi level. The results obtained from our calculations seem to
suggest that the local state induced by the boundary field realizes the local Tomonaga–Luttinger
liquid.

1. Introduction

Recently, the interest in one-dimensional impurity problems has been renewed, with the
development of nanofabrication techniques for quantum wires. One-dimensional quantum
systems are no longer subjects only of theoretical physics. In particular, investigations of
impurity effects in strongly correlated quantum chains (wires), which realize Tomonaga–
Luttinger liquids, have attracted much attention theoretically and experimentally. From
an experimental viewpoint, the transport properties of such quantum wires with impurities
are of particular interest. Theoretical attempts have been made to describe such systems,
using bosonization methods, renormalization-group techniques, and so on (see, e.g., [22–
24]). A model representing a strongly correlated quantum chain with an impurity has
been introduced and solved exactly [25, 26]. Through these theoretical studies, it has
been clarified that one-dimensional quantum systems with boundaries are closely related
to impurity problems. Indeed, an interacting-electron-gas system with an impurity can be
mapped onto the boundary sine–Gordon model, which is an exactly solvable model with
boundaries [27, 28]. (See, e.g., references [11, 12], also.) (Here, we should remark that
one-dimensional quantum systems with boundaries have received renewed interest from
a mathematical point of view, as well as from such a physical point of view. Exactly
solvable one-dimensional quantum systems with boundary fields have a connection with
generalizations of quantum-group-invariant models; see, e.g., references [29, 30].)

In recent years, the one-dimensional Hubbard model with boundary fields has been
studied from various viewpoints. The Betheansatzequation of the present model has been
derived [1–5] and the integrability of the model has been discussed [6, 7]. The solutions
of the Betheansatzequation have been investigated [8]. Various physical properties of the
model have also been studied; see, e.g., [9, 10].

The main purpose of the present paper is to clarify a feature of an impurity problem in
the Hubbard open chain with a boundary field. In this paper, we discuss the one-dimensional
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Hubbard model, described by the following Hamiltonian:

H = −
L−1∑
j=1

∑
σ=±

(c
†
jσ cj+1σ + c†j+1σ cjσ )+ 4u

L∑
j=1

nj+nj− + µ
L∑
j=1

(nj+ + nj−)

− h

2

L∑
j=1

(nj+ − nj−)− p(n1+ + n1−) (06 p). (1.1)

Here, the symbolcjσ (or c†jσ ) denotes the annihilation (or creation) operator of an electron

with spin σ at sitej . The number operator of an electron is defined bynjσ ≡ c†jσ cjσ . The
symbolp stands for the magnitude of the boundary potential. We describe the length of
the chain byL, which is assumed to take an even integer value.

The Betheansatzequation of the present model (1.1) has been derived in [2]. Recently,
Bed̈urftig and Frahm [8] have discussed the ground-state solutions of the Betheansatz
equation and have derived the spectrum of boundary bound states.

In this model, some electrons may tend to localize near the boundary due to an attractive
potential at the site 1. That is, the boundary potential is expected to induce an impurity spin
which almost localizes near the edge site. (Indeed, for a largep, the existence of bound
states has been clarified in reference [8].) In this sense, our model resembles the Anderson
model:

H =
∑
k,σ

kc
†
kσ ckσ + V

∑
k,σ

(c
†
kσ dσ + d†σ ckσ )+ εd

∑
σ

d†σ dσ + Ud†+d+d†−d− (1.2)

where free conduction electrons (ckσ ) couple correlated electrons (dσ ) at an impurity site.
However, we observe a significant difference between these models (1.1) and (1.2). Namely,
the electrons in our model are strongly correlated while the conduction electrons have no
interactions in the Anderson model. (The similarities of and the differences between the
properties of these models will be discussed later; see section 5.)

In the present paper, we mainly investigate the model (1.1) withu� 1 andp ∼ O(u0)

by evaluating the compressibility and the susceptibility induced by the boundary potential,
in the ground state. For this purpose, first of all, we have to derive a formal expression
for the ground-state energy as a function of the chemical potential (µ) and the magnetic
field (h) (section 2). Next, we evaluate the ground-state energy in order to calculate the
compressibility and the susceptibility induced by the boundary potential (section 3). In
section 4, we derive the relationship between the physical quantities thus obtained and the
density of states at the Fermi level. In section 5, we discuss the properties of the local
states induced by the boundary potential, using the results obtained in sections 3 and 4.
Comparing the properties of the models (1.1) and (1.2), we propose a conjecture regarding
the local state of our model (section 5). We also evaluate the Wilson ratio within our
assumption. In section 6, we briefly discuss the possibility of the experimental realization
of the one-dimensional Hubbard model with magnetic impurities. Finally, we summarize
the results obtained from our calculations, in section 7.

2. The formal expression for the ground-state energy

The purpose of the present section is to give a formal expression of the ground-state energy
of the model (1.1), as a preliminary to our calculations.
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Taking the boundary bound states [8] into account, we describe the ground-state energy
E of the present model, as follows:

E

L
= e + 1

L
(f + δfp)+ o

(
1

L

)
. (2.1)

Here, we have described the bulk and the boundary contributions to the ground-state energy
by the symbolse and f + δfp, respectively. When the boundary potential vanishes, the
boundary contribution to the ground-state energy is equal tof . That is, the energyδfp
takes the value zero forp = 0, andf does not depend onp. These quantities,e, f and
δfp, are given by

e =
∫ k0

−k0

dk

2π
εc(k) f = e − 1

2

(
εs(0)− h

2

)
+ 1− µ

2
δfp = 8p +9p (2.2)

respectively. Here, we have introduced8p as9p, which are as follows:

8p ≡ 1

2

∫ k0

−k0

dk εc(k)φp(k) φp(k) ≡ 1

2π i

d

dk
ln

1− pe−ik

1− pe+ik
(2.3)

and

9p ≡ 0 for region 0 (2.4)

9p ≡ ε1+ µ+ 1

2

∫ k0

−k0

dk coskεc(k)

∫ ∞
−∞

dω

2π
e−iω sink e−u|ω| coshtω

coshuω

− 1

2

∫
|λ|>λ0

dλ εs(λ)

∫ ∞
−∞

dω

2π
e−iωλ coshtω

coshuω
for region I (2.5)

9p ≡ ε1+ µ+ 1

2

∫ k0

−k0

dk coskεc(k)

∫ ∞
−∞

dω

2π
e−iω sink e−u|ω| coshtω

coshuω

+ 1

2

∫
|λ|>λ0

dλ εs(λ)

∫ ∞
−∞

dω

2π
e−iωλ cosh(2u− t)ω

coshuω
for region II (2.6)

9p ≡ ε1+ ε2+ 2µ+ 1

2

∫ k0

−k0

dk coskεc(k)(at (sink)− at−2u(sink)) for region III

(2.7)

with

t ≡ 1

2
(p − p−1) ε1 ≡ −2t ε2 ≡ −2

√
1+ (t − 2u)2 (2.8)

ax(λ) ≡ 1

π

x

λ2+ x2
(x > 0). (2.9)

Here, regions 0, I, II and III correspond to 06 p < 1, 1< p < p1 (≡ u+√1+ u2),
p1 < p < p2 (≡2u+

√
1+ (2u)2) and p2 < p, respectively [8]. The symbolsεc(k) and

εs(λ) denote the dressed energies of the charge and spin sectors, respectively, which are
defined by the following integral equations (see, e.g., [13, 14]):

εc(k) = µ− h
2
− 2 cosk +

∫ λ0

−λ0

dλ au(sink − λ)εs(λ) (2.10)

εs(λ) = h+
∫ k0

−k0

dk coskau(λ− sink)εc(k)+
∫ λ0

−λ0

dλ′ a2u(λ− λ′)εs(λ
′). (2.11)
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We can determine the parametersk0 andλ0 from

εc(k0) = 0 εs(λ0) = 0. (2.12)

For detailed derivations of the expression for the ground-state energy, refer to, e.g., [10,
12].

In our discussions, we recognizeE as a functionnot of the electron number or the
magnetizationbut of the chemical potential and the magnetic field. Therefore, the number
of electrons (N ) and the magnetization (M) are given in the following way:

N

L
= n+ 1

L
(nb+ δnp)+ o

(
1

L

)
(2.13)

with

n = ∂e

∂µ
nb = ∂f

∂µ
δnp = ∂(δfp)

∂µ
(2.14)

and

M

L
= m+ 1

L
(mb+ δmp)+ o

(
1

L

)
(2.15)

with

m = − ∂e
∂h

mb = −∂f
∂h

δmp = −∂(δfp)
∂h

. (2.16)

3. Physical quantities induced by the boundary potential

In the present section, we evaluate the ground-state energy of the present model to derive
the physical quantities. We only discuss the case withu� 1 andp ∼ O(u0).

In the strong-coupling limit, the integral equations of the dressed energies take the
following forms [14]:

εc(k) = µ− h
2
− 2 cosk +

∫ B

−B
dλ a1(λ)εs(λ)+O

(
1

u2

)
(3.1)

εs(λ) = h− πhca1(λ)−
∫ B

−B
dλ′ a2(λ− λ′)εs(λ

′)+O

(
1

u2

)
(3.2)

with

εc(Q) = 0 εs(B) = 0. (3.3)

Here, we have definedhc by

hc = − 1

uπ

∫ Q

−Q
dk coskεc(k). (3.4)

For h = hc, all of the spins are pointing up (i.e.B = 0).
In the above expressions, the symbolεs(λ) corresponds toεs(uλ) defined in the previous

section. Moreover, the(Q,B) correspond to the(k0, λ0/u).
By the Wiener–Hopf method,εs(λ) can be evaluated [14] forh� 1; it takes the

following form:

ỹ+(ω) ' i√
2
hG+(ω)

(
1

ω + i0
− 1

ω + iπ/2

)
e−(π/2)B ' h

h0
(3.5)
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with

y(x) ≡ εs(B + x) ỹ+(ω) ≡
∫ ∞

0
dx y(x)eiωx h0 ≡ hc

√
π3

2e

and

G+(ω) =
√

2π(−iω/eπ)−iω/π

0( 1
2 − iω/π)

(3.6)

where the symbol' means that we neglect higher-order corrections of a smallh and a large
u. We can also obtain the explicit form ofεc(k) as follows:

εc(k) = 2 cosQ− 2 cosk +O

(
1

u2

)
(3.7)

with

µ = 2 cosQ+ hc

{
1

2
ln 2+ 1

π2

(
h

hc

)2

+ o(h2)

}
+O

(
1

u2

)
. (3.8)

Here, we remark thathc is of order 1/u. Within our discussions, we recognize thath/hc

is of orderu0. Using the explicit forms of the dressed energies (3.5) and (3.7), we can
evaluate the ground-state energies.

First, we evaluatee andf , obtaining

e = 2

π
(Q cosQ− sinQ)+O

(
1

u2

)
(3.9)

f = e + 1− µ
2
+ π

8
hc+

(
h

4

1

ln(h/h0)
+ o

(
h

lnh

))
+O

(
1

u2

)
. (3.10)

We differentiatee with respect toµ andh (see equations (2.14) and (2.16)), and have

n = Q

π
+O

(
1

u

)
m = 2Q

π3

(
h

hc
+ o(h)

)
+O

(
1

u

)
. (3.11)

In this derivation, we have to take the relationship (3.5) into account. Here, we have
rederived the relation

m = 2n

π2

h

hc
(3.12)

for a smallh, which was obtained in reference [15]. Similarly, we can also obtain the
following results:

nb = n− 1

2
+O

(
1

u

)
mb =

(
1

4

1

ln(h0/h)
+ o

(
h

lnh

))
+O

(
1

u

)
. (3.13)

This boundary magnetization (mb) takes the same form as those for other one-dimensional
magnets, e.g. the antiferromagnetic Heisenberg model [16], the supersymmetrict–J model
[12], and the half-filled Hubbard model [10]. For detailed discussions of the universal
behaviour of the boundary magnetization, see reference [17].

Next, we discuss the contributions induced by the boundary potential. We remark that
each of the parametersp1 andp2 is of orderu for u� 1. Therefore, as long as we are
studying the case withu� 1 andp ∼ O(u0), we only have to consider regions 0 and I.
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3.1. 06 p < 1 (region 0)

In this region, we evaluateδfp, obtaining

δfp = 8p = 2
∫ Q

0
dk (cosQ− cosk)φp(k)+O

(
1

u2

)
. (3.14)

By differentiatingδfp with respect toµ or h, we obtain the contributions induced by the
boundary potential as follows:

δnp = ϕp(nπ)+O

(
1

u

)
(3.15)

δmp = 2

π2
ϕp(nπ)

(
h

hc
+ o(h)

)
+O

(
1

u

)
(3.16)

with

ϕp(Q) =
∫ Q

0
dk φp(k). (3.17)

3.2. 1< p (region I)

In this region,δfp takes the following form:

δfp = 8p +9p (3.18)

with

9p = ε1+ µ+ 1

u

ln 2

2π
(Q cosQ− sinQ)− hc

(
1

π2

(
h

hc

)2

+ o(h2)

)
+O

(
1

u2

)
. (3.19)

Here,8p takes the same form as in region 0. We differentiateδfp with respect toµ or h,
obtaining the following results:

δnp = 1+ ϕp(nπ)+O

(
1

u

)
(3.20)

δmp = 2

π2
(1+ ϕp(nπ))

(
h

hc
+ o(h)

)
+O

(
1

u

)
. (3.21)

Here, we remark that in both regions the relationship

δmp = 2δnp
π2

h

hc
(3.22)

holds for a smallh. This relation is similar to equation (3.12).
Now, we also evaluate boundary potential contributions to the compressibilityδχc

p and
the susceptibilityδχs

p. Ignoring higher-order corrections of 1/u, we can derive the following
results:

δχc
p ≡ −

∂(δnp)

∂µ
= πφp(nπ)χc

0 (3.23)

δχs
p ≡

∂(δmp)

∂h

∣∣∣∣
h=0

=


1

n
φp(nπ)χ

s
0 06 p < 1

1

n
(1+ φp(nπ))χs

0 1< p

(3.24)

with

χc
0 ≡ −

∂n

∂µ
= 1

2π sinnπ
χs

0 ≡
∂m

∂h

∣∣∣∣
h=0

= 2n

π2hc
. (3.25)
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4. Relationships between physical quantities and the density of states at the Fermi
level

In the present section, we derive the relationship between the physical quantities obtained
in section 3 and the density of states at the Fermi level.

At first, we concentrate on the density of statesDc(s)
F at the Fermi level of the

quasiparticles in the charge (spin) sector. Such a density of states is known to be described
by the distribution function of the roots of the Betheansatzequation; see, e.g., reference
[18]. In the present model, we have

Dc
F =

1

2πvc

(
1+ 1

L

(
ρb(k0)

ρ(k0)
+ δρp(k0)

ρ(k0)

)
+ o

(
1

L

))
(4.1)

Ds
F =

1

2πvs

(
1+ 1

L

(
σb(λ0)

σ (λ0)
+ δσp(λ0)

σ (λ0)

)
+ o

(
1

L

))
. (4.2)

Here, the symbolsρ(k), σ(λ), etc, are defined through the distribution functions of the roots
ρc(k) andρs(λ) in the charge and the spin sector, respectively, as follows:

ρc(k) = ρ(k)+ 1

L
(ρb(k)+ δρp(k))+ o

(
1

L

)
(4.3)

ρs(λ) = σ(λ)+ 1

L
(σb(λ)+ δσp(λ))+ o

(
1

L

)
. (4.4)

The symbolsρ andσ denote the distribution functions of the roots in the thermodynamic
limit, andρb+ δρp andσb+ δσp correspond to the boundary contributions to the distribution
functions of the roots. Each ofδρp andδσp takes the value zero forp = 0, andρb andσb

do not depend onp. The integral equations for the distribution functions of the roots of
the Betheansatzequation have already been derived in reference [8]. We give the integral
equations in appendix A.

The relationships (4.1) and (4.2) yield

δDc
p

Dc
0

= δρp(k0)

ρ(k0)

δDs
p

Ds
0

= δσp(λ0)

σ (λ0)
. (4.5)

Here, the symbolDc(s)
0 denotes the density of states at the Fermi level in the thermodynamic

limit. We have described the contribution induced by the boundary potential by the symbol
δDc(s)

p .
For u� 1, we have integral equations forρ andσ as follows (refer to [14]):

ρ(k) = 1

π
+O

(
1

u

)
(4.6)

σ(λ) = 2Q

π
a1(λ)−

∫ B

−B
dλ′ a2(λ− λ′)σ (λ′)+O

(
1

u

)
. (4.7)

When we consider the case withh = 0 (i.e.B = ∞), we have

σ(λ) = n

2

1

cosh(πλ/2)
. (4.8)

For 06 p < 1 (region 0), the integral equations forδρp andδσp take the following forms:

δρp(k) = φp(k)+O

(
1

u

)
(4.9)

δσp(λ) = a1(λ)

∫ Q

−Q
dk δρp(k)−

∫ B

−B
dλ′ a2(λ− λ′) δσp(λ′)+O

(
1

u

)
. (4.10)
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For 1< p (region I), the corresponding integral equations are given by

δρp(k) = φp(k)+O

(
1

u

)
(4.11)

δσp(λ) = a1(λ)

(
2+

∫ Q

−Q
dk δρp(k)

)
−
∫ B

−B
dλ′ a2(λ− λ′) δσp(λ′)+O

(
1

u

)
. (4.12)

In particular, we have

δσp(λ) =


ϕp(Q)

2 cosh(πλ/2)
+O

(
1

u

)
for 06 p < 1

1+ ϕp(Q)
2 cosh(πλ/2)

+O

(
1

u

)
for 0< p

(4.13)

for h = 0 (i.e.B = ∞).
Using the distribution functions of the roots thus obtained, we can arrive at the following

results forh = 0:
δDc

p

Dc
0

= πφp(nπ)+O

(
1

u

)
(4.14)

δDs
p

Ds
0

=


1

n
ϕp(nπ)+O

(
1

u

)
06 p < 1

1

n
(1+ ϕp(nπ))+O

(
1

u

)
1< p.

(4.15)

Comparing the above results with equations (3.23) and (3.24), we have the following
relationships for anyp (∼O(u0)):

δχc
p

χc
0

= δDc
p

Dc
0

δχs
p

χs
0

= δDs
p

Ds
0

(4.16)

ignoring higher-order corrections for a largeu. In section 5, we discuss the meaning of
these relations.

5. The feasibility of the local Tomonaga–Luttinger liquid

In the present section, we discuss the properties of a local state induced by the boundary
potential, using results obtained in sections 3 and 4.

First of all, we recall the local-Fermi-liquid property [19] in the Anderson model from
the point of view of Tomonaga–Luttinger liquids [20], as preliminaries. In Tomonaga–
Luttinger liquids, the following universal relationships hold:

χc = 2Kρ
πvc

χs = 1

2πvs
C = π

3vc
T + π

3vs
T . (5.1)

for zero magnetic fields, whereχc(s) and vc(s) denote the ground-state response function
and the Fermi velocity in the charge (spin) sector, respectively. The symbolC denotes the
specific heat in a low-temperature region. We describe the Tomonaga–Luttinger parameter
by the symbolKρ . In the (bulk) conduction electron part of the Anderson model, the
relationships in equation (5.1) withvc = vs = v hold. Since the bulk part of this model
is a free-electron system, the parameterKρ takes the value unity. An important property
of the Anderson model is that the above relations hold not only for the bulk part but also
for the impurity part with the fixed valueKρ = 1. In the impurity part, the parametersvc

and vs take the valuesvimp
c and vimp

s , respectively, which depend on the strengths of the
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interactions in the Anderson model. As was pointed out by Fujimoto, Kawakami and Yang
[20], the relationships (5.1) in the impurity part suggest the local-Fermi-liquid properties of
the Anderson model.

Since the Hubbard model realizes the Tomonaga–Luttinger liquid (see, e.g., references
[13, 14]), the above relations (5.1) hold for the bulk. The Fermi velocities and the
Tomonaga–Luttinger parameters depend on the interactions in the Hubbard model. In
particular, we have

vc = 2 sin(nπ) vs = πhc

4n
Kρ = 1

2
(5.2)

for u→∞ andh = 0 [13, 14]. We remark that the parameterKρ does not take the value
unity, but takes the value of a half due to the strong interactions.

As is well known, the relationships

Dc
0 =

1

2πvc
Ds

0 =
1

2πvs
(5.3)

hold (see, e.g., reference [18]). By analogy with these relations, we introduce the parameters
vc
p andvs

p as follows:

δDc
p =

1

2πvc
p

δDs
p =

1

2πvs
p

. (5.4)

Then, the relations given as equation (4.16) can be rewritten in the following way:

δχc
p =

1

πvc
p

δχs
p =

1

2πvs
p

. (5.5)

These relationships are similar to those given as equation (5.1) withKρ = 1/2. If we
assume thatvc

p andvs
p correspond to Fermi velocities in the local state, the above relations

(5.5) seem to suggest that the Tomonaga–Luttinger liquid withKρ = 1/2 is locally induced
by the boundary potential. The similarity between the bulk magnetization equation (3.12)
and the induced magnetization equation (3.22) may also suggest that the properties of the
local state resemble those in the bulk. We remark that such an induced local state has strong
interactions between the electrons (i.e.Kρ 6= 1). In this sense, we may call the state induced
by the boundary potential ‘the local Tomonaga–Luttinger liquid’. Within our assumptions,
the specific heat induced by the boundary potential is expected to take the following form:

δCp = π

3vc
p

T + π

3vs
p

T (5.6)

in a low-temperature region.
Then, we can estimate the Wilson ratio, obtaining

RW ≡
(δχs

p/χ
s
0)

(δCp/C0)
= 1+O

(
1

u

)
(5.7)

for h = 0, where C0 and χs
0 denote the specific heat and the susceptibility in the

thermodynamic limit, respectively. In this calculation, we have taken it into account that
vc ∼ O(u0) and vs ∼ O(u−1) for u� 1. That is, the low-temperature specific heats are
evaluated as follows:

C0 = u
(
π

3uvs
T +O

(
1

u

))
δCp = u

(
π

3uvs
p

T +O

(
1

u

))
. (5.8)
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6. Realization of one-dimensional strongly correlated electron systems with magnetic
impurities

In the present paper, we have discussed the properties of the model described by equation
(1.1), mainly from a theoretical point of view. However, one-dimensional quantum systems
are no longer subjects only of theoretical physics, as is well known. Indeed, various
properties of quasi-one-dimensional quantum systems have been observed experimentally;
see, e.g., reference [21]. Moreover, one-dimensional quantum systems with magnetic or
non-magnetic impurity are also known to be accessible experimentally.

We expect that the Hamiltonian

H = −
L−1∑
j=1

∑
σ=±

(c
†
jσ cj+1σ + c†j+1σ cjσ )+ 4u

L∑
j=1

nj+nj− + µ
L∑
j=1

(nj+ + nj−)

− h

2

L∑
j=1

(nj+ − nj−)− p(n1+ + n1−)− p(nL+ + nL−) (06 p)

(6.1)

will lead to an effective theory of a realistic quasi-one-dimensional conductor with magnetic
impurities. In particular, for largep, we have the Hubbard open chain with almost localized
spins at both ends. In the above model (6.1), the susceptibilities and the specific heat induced
by the boundary potential are given as twice the corresponding quantities in the model (1.1).

Indeed, we can dope ions with magnetic moments into a quasi-one-dimensional
conductor. Then, we obtain interacting electron chains with impurity spins. Such a system
may be described by the Hamiltonian (6.1) with a largep. By observing the specific heat
and the susceptibility in quasi-one-dimensional compounds with magnetic impurities, we
may be able to obtain local-Tomonaga–Luttinger-liquid properties in such a system.

Experimental and theoretical results for such more realistic systems will be reported in
separate papers in the near future.

7. Summary

In the present paper, we have discussed the properties of the model described by the
Hamiltonian (1.1) withu� 1 and p ∼ O(u0). First, we calculated the compressibility
and the susceptibility induced by the boundary potential. Next, we described the quantities
in terms of the density of states at the Fermi level. Using the results thus obtained, we
discussed the properties of the local state induced by the boundary potential. Our results
seem to suggest that the local Tomonaga–Luttinger liquids is realized near the boundary.

It may also be interesting to confirm whether the local Tomonaga–Luttinger liquid can be
realized in more realistic situations, e.g. a quasi-one-dimensional conductor with magnetic
impurities.
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Appendix A

In this appendix, we give the integral equations for the root densities in the Betheansatz
equation for the model (1.1) in the ground state. The equations have been derived by
Bed̈urftig and Frahm [8]. For detailed derivations, see reference [8].

We describe the distribution functions of the rootsρc andρs in the charge and the spin
sector, respectively, in the following way:

ρc(k) = ρ(k)+ 1

L
(ρb(k)+ δρp(k))+ o

(
1

L

)
(A.1)

ρs(λ) = σ(λ)+ 1

L
(σb(λ)+ δσp(λ))+ o

(
1

L

)
. (A.2)

Then, the distribution functions of the roots in the bulk (ρ(k) andσ(λ)) are given by the
following integral equations:(

ρ(k)

σ (λ)

)
=
(

1/π
0

)
+K ∗

(
ρ(k)

σ (λ)

)
. (A.3)

Here, we have introduced an operatorK as follows:

K ∗
(
xc(k)

xs(λ)

)
≡

 cosk
∫ λ0

−λ0

dλ′ au(sink − λ′)xs(λ
′)∫ k0

−k0

dk′ au(λ− sink′)xc(k
′)−

∫ λ0

−λ0

dλ′ a2u(λ− λ′)xs(λ
′)

 . (A.4)

For p = 0, the boundary contributions to the distribution functions of the roots (ρb(k),
σb(λ)) are given by(

ρb(k)

σb(λ)

)
=
(

1/π − coskau(sink)
a2u(λ)

)
+K ∗

(
ρb(k)

σb(λ)

)
. (A.5)

The distribution functions of the roots induced by the boundary potential are determined by
the following integral equations:(
δρp(k)

δσp(λ)

)
=
(
δρ(0)p (k)

δσ (0)p (λ)

)
+K ∗

(
δρp(k)

δσp(λ)

)
(A.6)

with

δρ(0)p (k) ≡ φp(k)+


0 for regions 0 and I

cosk(at (sink)+ a2u−t (sink)) for region II

cosk(at (sink)− at−2u(sink)) for region III

(A.7)

δσ (0)p (λ) ≡


0 for regions 0 and III

au−t (λ)+ au+t (λ) for region I

−at−u(λ)− a3t−u(λ) for region II.

(A.8)

Using the distribution functions of the roots thus determined, we can describe the ground-
state energy as follows:

E

L
= 1

2

∫ k0

−k0

dk ε(0)c (k)ρc(k)+ 1

2

∫ λ0

−λ0

dλ ε(0)s (λ)ρs(λ)

+ 1

L

(
−1

2
(ε(0)c (0)+ ε(0)s (0))+ Ep

)
+ o

(
1

L

)
(A.9)
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with

Ep =


0 for region 0

E1 for region I

E1+ h for region II

E1+ E2+ h for region III.

(A.10)

Here, we have introduced parameters as follows:

ε(0)c (k) ≡ µ− h
2
− 2 cosk ε(0)s (λ) ≡ h (A.11)

and

E1 ≡ −2t + µ− h
2

E2 ≡ −2
√

1+ (t − 2u)2+ µ− h
2

(A.12)

with t ≡ 1
2(p − p−1).
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